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ABSTRACT 

The AI-driven optimization solution presented in this research is intended to address major production issues such as 

delamination and warping dynamically. The technology greatly improves the capacity to identify and anticipate faults, 

which boosts production efficiency. This is achieved by combining neural networks with robotic process automation 

(RPA). With a training accuracy of 98.3% and a validation accuracy of 97.1%, with a prediction time of only 14 

milliseconds, the Hybrid Neural Network Model—which integrates both Convolutional and Recurrent Neural Networks—

showed remarkable performance. With its capacity to cut material waste by 20.4% and detect flaws with high accuracy, 

the system has the potential to revolutionize automated manufacturing. This AI-driven solution's modular design makes it 

simple to incorporate into current manufacturing procedures, providing a scalable and practical means of raising quality 

and cutting costs. 
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INTRODUCTION 

Artificial intelligence (AI) and robotic process automation (RPA) are drastically different the way industries function in 

recent years, particularly in manufacturing. While artificial intelligence (AI) has expanded the possibilities by allowing 

computers to learn from data, make judgments, and even forecast future outcomes, robotic process automation (RPA) 

simplified repetitive operations and replaced jobs that formerly required human attention. Nevertheless, despite these 

developments, manufacturing still confronts many difficulties, especially in terms of anticipating and averting flaws like 

warping and delamination. Particularly prevalent are these problems in additive manufacturing methods like 3D printing. 

Delamination, that happens if material layers don't stick together correctly, and warping, which is caused by uneven 

thermal expansion, can result in expensive delays, faulty products, and resource waste. The detection and correction of 

these issues was traditionally the responsibility of competent operators, but in today's fast-paced production environments, 

this method is becoming more and more time-consuming. 

AI-driven optimization is useful in this situation. Not only may ordinary operations be automated by integrating 

AI with RPA, but complicated issues like imperfection prediction can be resolved instantly. In the article under discussion, 

a system that does precisely that is introduced. It detects and predicts these manufacturing flaws using neural networks, a 

particular kind of artificial intelligence that is very good at identifying patterns in data. The technology uses neural 
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networks and real-time picture analysis to track the manufacturing process. Consider a camera positioned to record each 

step of the procedure, then putting these pictures into a neural network that has been taught to identify the telltale 

symptoms of delamination. The neural network can recognize the minute visual clues—such as a tiny misalignment or an 

unusual texture—that indicate a layer is not adhering correctly by learning from a large volume of data. 

Nevertheless, the system goes on. Furthermore, it integrates a new method for anticipating warping, which is 

another frequent problem in additive manufacturing. When a printed object cools and contracts at various rates, particular 

sections of the object warp and cause deformations. This is addressed by the system that collects data during the printing 

process using strain gauges, which are sensors that monitor the amount of material being stretched or compressed. The 

system can make adjustments to the process and stop flaws before they exist since the neural network can forecast when 

and where warping is likely to occur by studying this data in real time. Artificial intelligence (AI) in manufacturing not 

only increases productivity but also dramatically lowers waste. This is especially helpful for manufacturing processes that 

use expensive or scarce materials, as even modest increases in fault prevention can result in significant cost savings. 

Furthermore, the system reduces the need for rework by identifying possible problems early and making necessary 

adjustments in real time, guaranteeing that production keeps to schedule and that the goods live up to quality requirements. 

The versatility of this technology is what makes it so intriguing. Although the study focuses on 3D printing, many 

other manufacturing processes can benefit from the underlying ideas of combining real-time data and AI to forecast and 

prevent failures. This AI-driven method offers a potent tool for increasing quality and efficiency, regardless of the 

process—traditional machining, electronics assembly, or any other where precision is critical. More advanced AI systems 

that can combine more data sources and make even more intelligent conclusions are probably in store as the field develops. 

In order to give a complete picture of the production process, future systems might, for example, integrate data from supply 

chain information, machine performance indicators, and environmental sensors. Increased automation and optimization 

may result from AI's use of increasingly sophisticated learning techniques like reinforcement learning, in which the system 

gains knowledge and skills from the things it does on its own. 

Additionally, the combination of AI with other cutting-edge technologies like blockchain and the Internet of 

Things (IoT) may create new opportunities for cooperation, traceability, and transparency throughout the whole supply 

chain. Consider a manufacturing process in which blockchain makes sure that each stage of the process is tracked and 

verifiable while IoT sensors give real-time updates on material status. 

 Provide a neural network-based AI-driven optimization solution that can detect and predict manufacturing flaws 

like warping and delamination in real time. 

 Install a real-time picture classification system to categorize manufacturing processes' degree of delamination. 

 To anticipate the start of warping before it has an impact on product quality, incorporate strain measurement data 

into the system. 

 By limiting human interaction and lowering material waste through automated defect prediction, you may 

increase the efficiency of robotic process automation (RPA). 

The majority of additive manufacturing research methodologies lack real-time analysis and forecasting 

capabilities, despite significant progress being made in identifying and mitigating flaws like as warping and delamination. 

Many of the current methods use labor-intensive, ineffective manual calibration and post-process inspection. To close the 
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gap, this study presents a real-time neural network-based solution that anticipates and stops these flaws, greatly increasing 

manufacturing efficiency and cutting down on material waste. 

Real-time identification and prediction of flaws like delamination and warping remain a challenge for 

manufacturing processes, even with the progress made in Robotic Process Automation (RPA) and Artificial Intelligence 

(AI). Defective products, wasted materials, and production delays are the results of these problems. The inability to detect 

and prevent these problems with an automated system reduces manufacturing efficiency and raises operating expenses. An 

AI-driven solution is suggested in this paper to overcome these issues and improve manufacturing results. 

LITERATURE SURVEY 

Anderson (2022) looks at the way retail pricing tactics might be improved by fusing robotic process automation (RPA) 

with machine learning techniques. The text describes how machine learning evaluates market data and consumer behavior 

to make real-time price adjustments, while RPA handles repetitive activities associated with pricing. Retailers are better 

equipped to react to changes in the market because to this connection, which increases price accuracy and efficiency. In 

order to further highlight the benefits of these technologies for improving pricing strategies and overall business 

performance, Anderson also offers case studies of successful retail installations. 

Integer Linear Programming (ILP) is a technique that Séguin and Benkalai (2020) investigate for optimizing 

Robotic Process Automation RPA. The study attempts to make RPA more efficient and scalable, especially in complicated 

settings, by approaching RPA jobs as an ILP problem and optimizing resource allocation, task scheduling, and workflow 

management. The study highlights several difficulties, such as the high processing requirements of ILP and the 

requirement for precise data modeling to get the best results, even if the strategy has many advantages, such as increased 

efficiency and scalability. 

The dissertation by Viale and Zouari (2020) examines how procurement processes are changing as a result of 

digitalization, especially with regard to robotic process automation (RPA). As a result of automating repetitive processes like 

order processing, invoicing, and supplier management, RPA dramatically increases efficiency, reduces errors, and saves money, 

according to the report. In order for companies to effectively utilize RPA's potential, it also emphasizes the strategic role that 

technology plays in procurement and the necessity of investing in talent development and change management. But the research 

also highlights problems, like managing organizational resistance to change and integrating RPA with current systems. 

Jha et al. (2021) investigate that an intelligent automation strategy can be produced by merging robotic process 

automation (RPA) and artificial intelligence (AI). The study demonstrates that combining AI with RPA improves 

productivity by giving conventional automation a cognitive boost and enabling computers to manage increasingly difficult 

jobs. This combination improves accuracy and decreases the need for manual intervention. The report also covers future 

trends, advantages, and real-world uses of intelligent automation, along with potential obstacles and advancements. 

A framework for comprehending the ethics of artificial intelligence (AI) is presented by Beerbaum, (2022) 

concentrating on robotic process automation (RPA). This study discusses the moral dilemmas raised by RPA in the 

workplace, including accountability, transparency, and employment effects. It draws attention to difficulties in handling 

prejudice and guaranteeing equitable treatment and offers suggestions that companies might successfully handle these 

moral dilemmas. The goal of the study is to provide enterprises with responsible RPA implementation by providing useful 

advice on how to handle moral conundrums. 
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A thorough examination of robotic process automation (RPA) is offered by Hofmann (2020) and associates, with 

an emphasis on the advantages, difficulties, and use of this technology. According to the study, rule-based, repetitive 

operations can be efficiently automated by RPA, which reduces errors and increases productivity. Noting RPA's capacity to 

grow and provide businesses more flexibility, it also emphasizes the technology's strategic significance. But in order to 

fully achieve RPA's potential, the research identifies obstacles like how difficult it is to deploy, how strong governance is 

necessary, and how crucial it is to integrate RPA with larger processes related to digital transformation. 

Artificial intelligence (AI) is being used by Jin et al. (2020) to detect and anticipate interlayer defects in additive 

manufacturing in real-time. The research shows how artificial intelligence (AI) can detect and anticipate production faults 

by utilizing machine learning algorithms. This allows for prompt remedial activities that improve product quality and 

dependability. By using this method, production efficiency is increased overall and waste and faults are decreased. But the 

study also notes several difficulties, like the requirement for high-quality data and the difficulty of putting real-time AI 

analysis into practice in manufacturing settings. 

Lu et al. (2019) present a novel back propagation artificial neural network (BP-ANN) method for real-time 

calibration and parameter optimization in measurement-device-independent quantum key distribution (MDI-QKD) 

networks. Their study shows that by adjusting intricate network characteristics and offering real-time calibration, BP-ANN 

may greatly improve the security and efficiency of quantum key distribution. By using this method, the network's stability 

and resistance to outside disruptions are increased. The study does, however, also point out certain difficulties, such as the 

high processing overhead of neural networks and the demand for exact training data in order to get optimal performance. 

Careem and Dutta (2020) work aims to overcome the difficulties caused by the unstable and fluctuating 

conditions of non-stationary wireless channels by creating a real-time prediction approach. The paper presents 

sophisticated predictive models that increase the precision of channel predictions by utilizing machine learning and real-

time data. Improved performance and dependability in wireless communication systems result in more efficient resource 

allocation and shorter latency times. The study does, however, also highlight certain difficulties, such as the high 

processing requirements of real-time forecasts and the requirement for models that can swiftly adjust to the abrupt changes 

that are characteristic of wireless channels. 

Robotic process automation (RPA) market analysis is conducted by Ray et al. (2021) using the Magic Quadrant 

framework. Key suppliers are evaluated according to their performance and strategic vision. In addition to evaluating top 

RPA suppliers and outlining their advantages and disadvantages, the report offers insights into market trends and new 

developments. It provides a quick overview of the various vendor positions in the RPA market, assisting organizations in 

making well-informed decisions on the adoption or improvement of their RPA solutions. 

In an effort to increase flight safety and dependability, Bronz (2020) and associates have created a machine 

learning-based system for small fixed-wing UAV problem detection in real time. Their strategy makes use of machine 

learning algorithms to anticipate and diagnose possible flying defects, enabling prompt remedial action. Because of its 

efficient and lightweight design, the system is perfect for small UAVs with limited computational capabilities. The 

research does, however, also point up difficulties, such as the requirement for large training data in order to adequately 

cover a variety of problem scenarios and the need for accurate fault identification in a variety of settings. 
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Huang et al. (2021) investigate the uses of AI-driven digital twins in smart manufacturing and advanced robotics 

within Industry 4.0. In order to optimize robotic systems and manufacturing processes, the study discusses the way 

artificial intelligence is applied to digital twins, which are virtual representations of actual assets. It demonstrates that real-

time monitoring, predictive maintenance, and process enhancements in smart manufacturing are made possible by these 

AI-powered digital twins. They offer precise models and insightful data in robots that improve efficiency. The paper also 

explores new directions that AI will take in integrating digital twins and improving Industry 4.0 technology. 

AI-DRIVEN OPTIMIZATION METHODOLOGY 

In order to enhance Robotic Process Automation (RPA), this paper presents a novel AI-driven optimization system that 

focuses on the real-time identification and prediction of manufacturing flaws including warping and delamination. The 

technology uses strain measurement data, real-time image analysis, and neural networks to improve manufacturing process 

precision and efficiency, which reduces material waste and faults. Preprocessing and data collection are crucial for 

identifying and forecasting problems like warping and delamination in AI-driven manufacturing optimization. Along the 

production line, high-resolution cameras are placed to take pictures in real time, and sensors on the machinery collect data 

on strain. This raw data is carefully preprocessed before being fed into neural network models to guarantee consistency and 

accuracy. 

The data is normalized during preprocessing to bring it into a shared range, which facilitates processing by the 

models. Moreover, noise reduction is used to get rid of unimportant data that could skew forecasts. Moreover, feature 

extraction is carried out to draw attention to the key elements of the data concerning possible flaws. By taking this step, the 

complexity of the data is reduced, enabling the neural networks to produce more accurate predictions. Supervised learning 

is used to train neural network models using the cleaned and feature-extracted data. The system gains the ability to identify 

patterns connected to particular flaws. By using this technique, the AI system can keep an eye on the manufacturing 

process in real time, identifying and forecasting flaws with extreme precision, improving production efficiency and 

dependability.  

Table 1: Neural Network Model Accuracy 

Model Type Training Accuracy (%) Validation Accuracy (%) Prediction Time (ms) 
CNN Model 97.5 96.2 15 
RNN Model 96.8 95.5 18 

Hybrid Model 98.3 97.1 14 
 

The accuracy and prediction time performance of several neural network models are compared in tab 1. The best 

solution is the Hybrid Model, which combines both Recurrent Neural Networks (RNNs) and Convolutional Neural 

Networks (CNNs). It is the best option for real-time defect detection since it produces results that are faster and more 

accurate. 

The utilization of neural networks, which are essential for assessing preprocessed image and strain data to identify 

and forecast manufacturing flaws like delamination and warping, is at the heart of this strategy. The intricate task of fault 

detection and prediction is something that these networks are specifically built to handle. Large datasets with different 

examples of these flaws are utilized to train the networks. Through the use of supervised learning in this training, networks 

are trained on labeled data—that is, data points that have been assigned a known defect category. As a result, the neural 

networks are able to pick up on these examples and progressively increase the accuracy with which they can identify and 

forecast problems. The neural networks modify their internal parameters during training in order to lower prediction 
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mistakes. To address differences, they must compare their predictions to the actual defect labels and adjust their 

parameters. With time, the networks learn to recognize patterns associated with various faults. This training aids in both 

identifying present flaws and projecting possible problems that may develop in the future.

Figure 1: AI-Driven Real

The architecture of an AI-powered system intended for real

collection, neural network processing, and optimization and control are its three main constituents. Real

capture and strain data from the manufacturing process are collected by the data collection component. The Neural 

Network then analyzes this data, detecting and forecasting any flaws. The Optimization & Control module immediately 

modifies the manufacturing process to increase efficiency and reduce failures based on these forecasts.

The ability of this neural network-

strength. The networks are able to process complicated data inputs and discern

flaws by utilizing deep learning. In the manufacturing industry, prompt fault identification and prediction can significantly

improve both production efficiency and product quality. After training, the neural net

manufacturing line data in real time. They use their training to discover and forecast faults as they continuously analyze 

photos and strain measurements. By enabling timely remedial measures and providing quick feedback, this rea

analysis helps to ensure a more dependable production process and minimize errors in the final product.
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mistakes. To address differences, they must compare their predictions to the actual defect labels and adjust their 

the networks learn to recognize patterns associated with various faults. This training aids in both 

identifying present flaws and projecting possible problems that may develop in the future. 
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The system's performance in detecting varying degrees of delamination is displayed in tab 2. The system's 

dependability and efficiency in identifying flaws during production are highlighted by the high detection rates f

and the extremely low number of false positives.

The neural networks are used in a real

line's incoming image and strain data are continuously scanned by the system to loo

to determine whether warping might happen. Because the system improves over time rather than stagnating, real

detection is a potent tool. The system gains knowledge and improves its accuracy as it processes mor

that it gets increasingly adept at identifying and forecasting flaws the more data it examines. Neural networks improve over 

time in identifying patterns and tiny indications of possible problems that may not have been apparent from a 

dataset. 

Additionally, due to its real-time functionality, the system may notify operators or initiate automated solutions as 

soon as it detects a flaw or possible issue. This prompt response lowers the possibility that flaws will find their way into 

the finished product and helps preserve excellent product quality. Additionally, it reduces waste and downtime, which 

improves the efficiency and dependability of the manufacturing process. Neural network deployment in real

essentially means that the system learns and becomes more intelligent over time, resulting in a more reliable and effective 

manufacturing process. The technology is not only good at identifying flaws as they occur but also at predictive analysis, 

which is crucial for manufacturing process optimiz

ever happen by examining strain measurement data. Proactive modifications can be performed on the production line as a 

result of this ability to anticipate difficulties.

Figure 2: Neural Network Model Integration in Manufacturing Workflow
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The system's performance in detecting varying degrees of delamination is displayed in tab 2. The system's 

dependability and efficiency in identifying flaws during production are highlighted by the high detection rates f

and the extremely low number of false positives. 

The neural networks are used in a real-time production environment after they are operational. The production 

line's incoming image and strain data are continuously scanned by the system to look for any indications of delamination or 

to determine whether warping might happen. Because the system improves over time rather than stagnating, real

detection is a potent tool. The system gains knowledge and improves its accuracy as it processes mor

that it gets increasingly adept at identifying and forecasting flaws the more data it examines. Neural networks improve over 

time in identifying patterns and tiny indications of possible problems that may not have been apparent from a 

time functionality, the system may notify operators or initiate automated solutions as 

soon as it detects a flaw or possible issue. This prompt response lowers the possibility that flaws will find their way into 

roduct and helps preserve excellent product quality. Additionally, it reduces waste and downtime, which 

improves the efficiency and dependability of the manufacturing process. Neural network deployment in real

and becomes more intelligent over time, resulting in a more reliable and effective 

manufacturing process. The technology is not only good at identifying flaws as they occur but also at predictive analysis, 

is crucial for manufacturing process optimization. The system may predict possible warping problems before they 

ever happen by examining strain measurement data. Proactive modifications can be performed on the production line as a 

result of this ability to anticipate difficulties. 
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The system's performance in detecting varying degrees of delamination is displayed in tab 2. The system's 

dependability and efficiency in identifying flaws during production are highlighted by the high detection rates for all levels 

time production environment after they are operational. The production 

k for any indications of delamination or 

to determine whether warping might happen. Because the system improves over time rather than stagnating, real-time 

detection is a potent tool. The system gains knowledge and improves its accuracy as it processes more data. This implies 

that it gets increasingly adept at identifying and forecasting flaws the more data it examines. Neural networks improve over 

time in identifying patterns and tiny indications of possible problems that may not have been apparent from a smaller 

time functionality, the system may notify operators or initiate automated solutions as 

soon as it detects a flaw or possible issue. This prompt response lowers the possibility that flaws will find their way into 

roduct and helps preserve excellent product quality. Additionally, it reduces waste and downtime, which 

improves the efficiency and dependability of the manufacturing process. Neural network deployment in real-time 

and becomes more intelligent over time, resulting in a more reliable and effective 

manufacturing process. The technology is not only good at identifying flaws as they occur but also at predictive analysis, 

ation. The system may predict possible warping problems before they 

ever happen by examining strain measurement data. Proactive modifications can be performed on the production line as a 

Network Model Integration in Manufacturing Workflow. 
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The integration of the neural network model into the manufacturing workflow is depicted in fig 2. The model 

continuously gathers data from the production line, analyzes it in real time to anticipate and identify flaws, and then 

interacts with the machinery to make any required modifications. This smooth integration minimizes material waste and 

errors while streamlining the manufacturing process and lowering the need for human intervention. 

In order to identify patterns that may point to potential problems in the future, including warping, the system 

continuously monitors strain data from the production line. It is capable of automatically making real-time modifications to 

avert problems of this kind if it anticipates that they may occur. For example, to prevent flaws, the system may modify the 

temperature settings or the nozzle height. The system's optimization module makes sure these modifications are applied 

correctly and quickly. It balances variables like speed, temperature, and pressure using complex algorithms to find the ideal 

settings for the process. This preserves constant production quality in addition to aiding in the prevention of defects. 

The overall efficiency of production is also increased by this proactive approach. Through early detection of any 

faults and timely modifications, the system helps minimize downtime and lowers material waste. For instance, by 

modifying the procedure to avoid flaws, manufacturing can be stopped or defective parts can be scrapped much less 

frequently, which improves efficiency and reduces waste. Over time, the production process can be optimized by the 

system as it collects more data and enhances its predictive models. Continuous learning makes manufacturing as 

dependable and efficient as possible, which eventually results in better-quality products and a more efficient production 

line. In broad terms, the system's optimization and predictive analytic functions aid in material conservation, downtime 

reduction, and real-time fault identification in addition to defect prevention. It in a more dependable, economical, and 

efficient manufacturing process. 

The modular architecture of the AI-driven optimization system facilitates seamless integration with current 

manufacturing configurations. The Neural Network Processing module, the Optimization and Control module, and the 

Data Collection module make up its three primary parts. To ensure a seamless and effective production process, every 

component of the system works together and plays a crucial function. The first task is to collect all the required data from 

the production line by means of the Data Collection module. Included in this are strain measurements from sensors 

mounted on the apparatus and sharp photos captured by cameras. The real-time data collection module verifies the 

accuracy and consistency of the data before forwarding it to the subsequent component. 

Table 3: Warping Prediction Accuracy 

Strain Threshold 
(µε) 

Prediction Accuracy 
(%) 

Adjustment Success Rate 
(%) 

Material Waste Reduction 
(%) 

100 92.4 89.7 15.3 
150 94.8 91.3 17.8 
200 96.5 93.6 20.4 

 
The accuracy of the system's warping predictions at different strain thresholds is shown in tab 2. It demonstrates 

that employing larger strain thresholds results in much less material waste, improved success rates for changes, and more 

accurate predictions. 

The Neural Network Processing module comes next. Here's where the magic of AI happens. The preprocessed 

data is analyzed by neural networks to find trends and possible flaws like warping or delamination. This module has the 

ability to precisely detect and anticipate errors through the use of deep learning techniques and powerful algorithms. Based 

on its analysis, it offers insightful information and alerts that help respond to possible problems in a timely manner. 
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Ultimately, the Neural Network Processing module's data is translated into modifications that can be implemented in the 

manufacturing process by the Optimization and Control module. Based on the neural networks' predictions, this module 

modifies variables such as nozzle heights and temperature settings in real time. It makes certain that these modifications 

are carried out promptly and efficiently, assisting in the reduction of downtime and material waste while preserving high 

production quality. 

All things considered, the system's modular architecture guarantees seamless data transfer between its constituent 

parts, facilitating prompt decision-making. Accurate data is supplied by the Data Collection module, that is followed by the 

Neural Network Processing module's analysis of the data to identify and forecast errors and the Optimization and Control 

module's implementation of the necessary changes to optimize the manufacturing process. In addition to improving 

manufacturing efficiency, this architecture makes it simple to integrate with current systems and adapt to new 

technological developments. Each part functions in concert with the others to produce a dependable and efficient 

manufacturing solution. 

Robotic Process Automation (RPA) for the manufacturing sector has advanced significantly with the development 

of the AI-driven optimization system in this work. The technology offers an effective way to identify and forecast 

production defects like warping and delamination by fusing neural networks with strain measurement data and real-time 

picture analysis. Its excellent accuracy and efficiency greatly improve production quality and cost-effectiveness, and its 

modular architecture makes it simple to integrate into current workflows. This invention positions itself as a critical 

instrument for automated manufacturing in the future by lowering the need for human involvement and material waste. 

RESULT AND DISCUSSION 

Robotic Process Automation (RPA) in the manufacturing sector has improved significantly thanks to the AI-driven 

optimization system created in this study, especially in addressing problems like warping and delamination. Through the 

integration of neural networks with strain measurement data and real-time picture processing, the system is able to 

accurately identify and forecast these typical production defects. With a quick prediction time of only 14 milliseconds, the 

Hybrid Neural Network Model—which blends Convolutional and Recurrent Neural Networks—performed very well, with 

a training accuracy of 98.3% and a validation accuracy of 97.1%. With a 99.1% detection rate for severe instances and few 

false positives, the system's excellent success rates in identifying delamination at different severity levels further support 

its real-time prediction capabilities. Furthermore, the system demonstrated increased accuracy in warping prediction, 

resulting in a 20.4% decrease in material waste. 

The advantages of incorporating this neural network model into the production process are demonstrated by these 

results. The technology lowers production delays and streamlines operations by greatly minimizing the requirement for 

human interaction while improving process accuracy. Its real-time functionality saves resources by enabling quick 

modifications to be made throughout the manufacturing process, so avoiding problems before they arise. Because of its 

modular architecture, the system is adaptable to a variety of production situations and may be readily integrated into 

current industrial setups. The system should become even more adept at predicting and preventing flaws as it learns more 

from the data it processes, which should result in manufacturing processes that are even more productive and economical. 

This development highlights the potential for AI-driven systems to be a key component of future automated production 

systems that enhance their dependability and effectiveness. 
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Figure 3: Comparison of Neural Network Model Performance in Manufacturing Defect Detection. 

 
The effectiveness of three distinct neural network models—CNN, RNN, and Hybrid—in identifying and 

forecasting manufacturing flaws such warping and delamination is displayed in fig 3. It contrasts each model's prediction 

time, validation accuracy, and training accuracy. In addition to having the fastest prediction time of 14 milliseconds, the 

Hybrid Model stands out with the greatest training accuracy of 98.3% and validation accuracy of 97.1%. It does this by 

combining the strengths of both Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs). These 

outcomes demonstrate the usefulness and efficiency of the Hybrid Model in real-time defect detection, which makes it the 

ideal option for enhancing production procedures. 

 
Figure 4: Performance of Defect Detection Across Different Severity Levels. 

 
The performance of the defect detection system at three distinct defect severity levels—High, Medium, and Low—is 

shown in fig 4. For every level, it displays the detection time, false positive rate, and detection rate. With a starting point of 

99.1% for high severity faults and a minor drop to 95.3% for low severity defects, the system maintains a high detection rate. 

As defect severity drops, the false positive rate goes from 0.5% to 1.7%, which is still very low. The detection time also 

increases marginally, going from 12 milliseconds for errors of high severity to 16 milliseconds for defects of low severity. All 

things considered, the system consistently exhibits accuracy and efficiency at different fault levels. 
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Figure 5: Key Performance Metrics of the AI-Driven Manufacturing System at 100 µε Strain Threshold. 

 
The performance of the AI-driven manufacturing system at a strain threshold of 100 µ is displayed in Fig 5. It 

displays four key performance indicators: a perfect 100% prediction accuracy, an 89.7% adjustment success rate, and a 

15.3% material waste reduction. These numbers demonstrate how well the system can anticipate faults, carry out the 

appropriate corrections, and cut down on material waste. The graphic highlights the system's overall efficacy in increasing 

manufacturing efficiency and reducing production defects. 

CONCLUSION 

With regard to resolving enduring problems like warping and delamination, the AI-driven optimization approach described 

in this paper marks a significant advancement in industrial automation. Requirements for RPA have been met with 

remarkable precision in fault detection and prediction thanks to the successful integration of neural networks, particularly 

the Hybrid Model. Minimizing material waste, increasing manufacturing efficiency, and lowering the need for human 

involvement have all been made possible by the capacity to process data in real-time and make quick modifications. 

Because of its easy integration into different manufacturing setups, the system's modular architecture is highly flexible. 

Based on these findings, it appears that AI-driven systems, such as the one that is being suggested here, will be essential to 

automated production in the future, helping to maintain both high quality and cost effectiveness. 

Prospective investigations may concentrate on augmenting the functionalities of this artificial intelligence-based 

system by integrating supplementary data sources, including environmental, machine performance, and supply chain data. 

This would enable even more precise problem prediction and prevention in addition to offering a more thorough 

understanding of the manufacturing process. Furthermore, investigating the application of cutting-edge learning strategies 

like reinforcement learning may improve the system's capacity for self-optimization of production processes. Aside from 

creating the foundation for more intelligent and networked industrial systems, integrating AI with cutting-edge 

technologies like blockchain and the Internet of Things (IoT) offers intriguing prospects for enhancing traceability, 

transparency, and cooperation throughout the supply chain. 
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